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I. INTRODUCTION 

Since the introduction of the randomized 
response technique for questioning interviewees 
on sensitive topics by Stanley L. Warner [4] 

in 1965, several modifications and extensions 
of the procedure have been presented. For two 
such extensions, see Greenberg, et al. [1] and 
Horvitz, et al. [2]. Oftentimes, the primary 
motivation for refinements has been to encourage 
further cooperation on the part of the potential 
respondent and thus provide more accurate infor- 
mation and make more precise estimates possible. 
In all applications of the technique, close 
adherence to the instructions and control over 
the implementation and mechanics is required. 
These later attempts to further assure anonymity 
sometimes carry with them a more complex set 
of instructions which the interviewee is 

expected to understand and then follow. Some 

investigations have been performed into the 
effects of truthfulness of the respondent on 
some of the questioning models. However, very 
little has ever been mentioned on the ability 
or the desire to follow instructions. 

Comments contributed by respondents to a 
'Consumer Opinion Survey' (see O'Brien, et al. 

[3]), where variations of the randomized 
response technique were used, indicate that 
there is reason to suspect less than complete 
comprehension and an unwillingness to follow 
instructions. Hence this paper will introduce 
a 'comprehension factor', which includes the 
idea of truthfulness as well as the interest 
in (and /or ability to) following instructions. 
Its effect on estimation and variance formulas 
will be shown for three randomized response 
models. Also considered will be the action 
taken by the 'non -comprehenders'. 

II. INTRODUCTION OF THE COMPREHENSION 
FACTOR INTO TWO QUALITATIVE MODELS 

The Warner related question procedure 
(see Warner [4]) requires that the respondent 
be given two statements of the form: 

1) I am a member of Group A 
2) I am not a member of Group A ( ) 

and a randomizing device. The respondent will 
use the randomizing device to determine to which 
statement he is to respond. His answer is then 
'yes' or 'no'. 

The Simmons unrelated question procedure 
(see Horvitz, et al. [2]) also uses a randomizing 
device, but the statements are now of the form: 

1) I am a member of Group A 
2) I am a member of Group B. 

(2) 
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In both models Group A is considered to be of a 
sensitive nature so that an individual when asked 
directly about his affiliation with that group 
may refuse to answer or may answer, but will 
give false information. Group B is of a non - 
sensitive nature and is assumed to generate no 
hesitancy in admitting membership. The goal of 
the Warner and Simmons procedures is to estimate 

Ir, the proportion of the population who are 
members of the sensitive Group A. For this 

paper it is assumed that the proportion in 

Group B of the Simmons method, is known and 
hence only a single simple random sample of 
size n is needed. If is unknown, two samples 

are needed. For a discussion of this case, see 
Horvitz, et al. [2]. 

The maximum likelihood estimators and 
their variances for these two procedures are 
as follow: 

Warner- 

= P-1 + n1 
W 2P-1 (2P-1)n 

n (2P-1) 2 

(3) 

(4) 

where P = the probability of the random device 

indicating Group A (P# 2) and nl = the number 
of 'yes' responses. 

Simmons- 

= - (1-P)nY]/P (5) 

[wP+nY(1-P)][(1-x)P+(1-ffY)(1-P)]. 

(6) 

Under the assumptions of complete compre- 
hension and truthfulness in responses, equal 
sample size, and equal probabilities of Group A 
indication, V(rs) is always less than V(nw). 

However if, for any reason, a proportion of the 
respondents do not answer the question in the 
proper fashion then there is a possibility of 
circumstances developing where the Warner method 
may prove to have a lower mean - square -error. 
In the following all reasons for not answering 
in the proper fashion are grouped under the 
general heading of "comprehension ". 

To handle this concept the following 
additional parameters are introduced: 

S 
for the levels of comprehension of the 

Warner and Simmons procedures, respectively 
(proportion of the sample that responds 
correctly and honestly); 



OYW,OYS for the probability of responding with 

a 'yes' in the event of miscomprehending 
in the respective procedures. 

For the present time, assume the values 
of these new parameters are unknown and thus 
cannot be allowed for in the estimators. Under 
this assumption the estimator expressions are 
unchanged but they are now biased and the 
variance expressions change. The bias and 
variance expressions are: 

Warner- 

BiasW 

P 

(7) 

(Note that Bias is independent of the sample 
size n.) 

1 
(2P-1)2n 

(1-0W)OYW][0 

(8) 

Simmons- 

Biasw 

immons- 

BiasS = (1-05)( 
Y YS Y 

(9) 

(Note that BiasS is independent of the sample 
size n.) 

= [OS7P P) +(1- 

[0S(1 +05(1- -P)+ 

(1- 05)(1- (10) 

Comparing the two procedures on the basis 
of mean - square- errors, MSE = +Bias2, under 
various parameter conditions it can be shown 
that situations exist where MSEW < MSES. As 

an illustration, consider the situation where 
n = 500, P = .8, = .3, = .1, = .5, 

and = .0. The following is observed as 

the comprehension factor increases: 

.80 

.85 

.90 

.95 

MSEW/MSES 

.62 

.77 

1.07 
1.68 

Thus the comprehension levels and the action 
taken by the non - comprehenders should be con- 
sidered when deciding which of these two 
models is to be implemented. 

At this time, assume that pre -sampling or 
past experience has provided values for these 
new parameters. Allowing for the comprehension 
factor in the estimators makes them unbiased. 
The new estimators and their variances are: 
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Warner- 

- nl - 

= 2P-1 + (2P-1)nOW 

) = 1 [OW7P+OW(1-7)(1-P)+ 
W (2P-1)2nOW 

(12) 

Simmons- 
n -n(1-0 )0 

=[ 1 

n0 
YS 

(1 P)7 ]/P (13) 

V(7 = [057P+05nY(1-P)+(1-05)0YS] 

7)P 7y)(1 -P)+ 

(1- 

Comparisons between the MSE of the 
'standard' Warner and reveal situations 

where the 'standard' is best, that is, where 
MSEW < V(iw), as well as parameter combinations 

where the latter estimator is best. As an 
illustration, consider the case where n = 500, 

P = .8, = .3, and .3. The following is 

observed as increases: 

(14) 

OW MSEW i/V(W) 

7 1.12 

8 1.00 
.9 .94 

Similar situations occur for the 'standard' 

Simmons vs. the 'modified' Simmons. For 
example, consider the situation where n = 500, 
P = .8, = .8, and 

= .5. The following 

is observed: 

.1 15.29 

.5 .67 

.9 12.43 

III. INTRODUCTION OF THE COMPREHENSION FACTOR 

INTO A QUANTITATIVE MODEL 

The Greenberg quantitative model (see 

Greenberg, et al. [1]) uses the unrelated 

question randomized response procedure to 

obtain quantitative information on sensitive 

topics. A randomizing device is used to 

indicate the question to which the inter- 

viewee is to respond. The questions are of 

the form: 



1) How many abortions have you had during 
your lifetime? 

2) If a woman had to work full -time to(15) 
make a living, how many children do 
you think she should have? 

Question 1) is considered the sensitive question, 
while 2) is considered the non -sensitive 
question. As for the Simmons model, the 
investigator may or may not know the parameter 
values for the responses to the non -sensitive 
question. In this case they are the mean and 
variance, denoted by ,a2). In this paper 

it is assumed they are known and thus a single 
sample of size n is needed. The object is to 
estimate the mean of the sensitive question 
response distribution, 

An unbiased estimator for and its 

variance are given by: 

= (1- /P, (16) 

where is the sample response mean. 

1 
[PaX +(1-P)a+P(1-P)(uX 

(17) 

where is the variance of the sensitive 

question response distribution. 

Letting be the unknown proportion com- 

prehending and following all instructions and 
assuming all non -comprehenders respond as if 

answering the non -sensitive question, V(11) 
becomes - 

= [Peal +(1-PO)aY + 

The estimator now has a bias of 

BiasG = (1- 

The standard direct question estimator 

= Z 

has a variance of 

V(û) = 

under complete truthfulness. Letting T be the 
probability of obtaining a truthful response in 
a direct question interview and assuming those 
not responding truthfully respond according to 
a distribution with mean and variance of 

and the estimator has a bias and variance 

as follows: 
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Bias]) = (22) 

V(u) = ñ 
[TaX +T(1-T)(ux-uT)2] 

(23) 

Comparisons of the Greenberg MSE under 
varying degrees of comprehension and the 
direct MSE under varying levels of truthfulness 
reveal cases where the Greenberg procedure is 
best as well as cases where the direct question 
approach is best. As an illustration, consider 

the case where n = 500, P = .75, 4 
= 

uy = = and T = .7. As 

increases, The following is observed: 

.6 

.7 

.8 

.9 

MSEG/MSED 

1.78 
1.01 

.45 

.12 
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